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Problem Domain: Hybrid Computing  

Architectural  Shift  

Dealing with massivly multi -core:  

ƴ New architectures are evaluated (Intel SCC) 

ƴ Accelerators (APUs) that accompany common 

general purpose CPUs (Hybrid Systems )  

 

Hybrid Systems  

ƴ GPU Compute Devices:   

High Performance Computing (3 of top 5 

supercomputers are GPU -based!),  

Business Servers, Home/Desktop  

Computers, Mobile and Embedded Systems  

ƴ Special - Purpose Accelerators:  

(de)compression , XML parsing , 

(en|de )cryption , regular expression  

matching  
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Problem Domain: Hybrid Computing  

The Power of  GPU Compute  Devices  
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Fluids  NBody  

RadixSort  
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Problem Statement: Divergent Hardware  

GPU Compute Capability by Version  

 

 

 

 

 

 

 

 

 

 

 

Plus: varying amounts of cores, global memory sizes, bandwidth,  

clock  speeds  (core , memory ), bus width, memory  access  penalties  é 
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1.0  1.1  1.2  1.3  2.0  

double precision floating  
point operations  

No Yes 

caches  No Yes 

max  # concurrent  kernels  1 8 

max  # threads  per block  512  1024  

max  # Warps per MP  24  32  48  

max # Threads  per MP  768  1024  1536  

register count (32 bit)  8192  16384  32768  

max  shared mem per MP  16KB  48KB  

# shared memory banks  16  32  
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Our  First Approach: Survey and  Guide  

Best Practices and  Optimization  Strategies  

ÅAsynchronous, Recompute, Simple  Algorithm Design  

ÅChaining, Overlap Transfer & Compute  Memory Transfer  

ÅDivergent Branching, Predication  Control Flow  

ÅLocal Memory as Cache, rare resource  Memory Types  

ÅCoalescing, Bank Conflicts  Memory Access  

ÅExecution Size, Evaluation  Sizing  

ÅShifting, Fused Multiply, Vector Types  Instructions  

ÅNative Math Functions, Build Options  Precision  
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[ Feinbube , F., Tröger, P., and  Polze, A., ñJoint Forces: From  Multithreaded  Programming  
to  GPU Computing,ò IEEE Software , vol. 28, Oct . 2010, pp. 51 -57 .]  



Problem Statement: Low -Level Progr . Model  

Open Compute  Language ( OpenCL )  
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Ăstandard ñ overhead   
for  an OpenCL  program  

© Mattson  
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Problem Statement: ñuglyò Programming Model  

Open Compute Language ( OpenCL )  
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Possible  Approach:  

Use Available  Programming  Models  
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Models from 
the golden age 
of parallel 
programming 
(~95 )  

© Mattson  
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Problems with  that  Approach :  

Too m any  options  can  hurt  

Choice overload :  

 Too many options can hurt you  

 

The Draeger Grocery  Store experiment  consumer  

choice  :  

ƴ Two  Jam-displays with  coupons  for  

purchase  discount . 

ƴ 24 different Jams / 6 different Jams  

ƴ How many stopped by to try samples ? 

ƴ Of those who tried, how many bought ? 

 

Programmers donôt need a glut of options é just 

give us something that works OK on every platform 

we care about. Give us a decent standard and weôll 

do the rest.  
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The findings from this study show 
that an extensive array of options 
can at first seem highly appealing 
to consumers , yet can reduce 
their subsequent motivation to 
purchase the product  
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Our  Approach:  

Keep it Simple! Keep it  Familiar !  
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Microsofts  
Solution  

Our  
Solution  

 

ƴ Library for .NET  

ƴ Executed on OpenCL -enabled GPUs and CPUs  

ƴ Concept is known to developers; parallel - for is part of .NET 4.0  

 

int [] data = ... // Get vector  

Action< int > action = delegate( int  i){  

   data[i] = data[i]+1;  

}  

// based on Task Parallel Library  

Threading.Tasks.Parallel. For (0, dataSize , action);  

 

// Our Library  

Hybrid.Parallel.For (0, dataSize , action);  

Hybrid.Parallel.For (0,datSizeX,0,datSizeY,action2D);  
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Implementation:  

Hybrid Parallel Library  
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Application  

Hybrid.Parallel  Library  

OpenCL  
Driver  

Virtual Machine  (.NET)  

Operating System  

OpenCL  code  as 
String ( Platform  

independent )  

GPU Compute  
Device  

OpenCL  
Driver  

CPU 

Hardware  

Code  
Trans -  

formation  

OpenCL  Code  
Generator  

Partitioning /  
Scheduling  

Unit  



Evaluation:  

Performance for  some  known  algorithms  

ƴ Various light -weight problems from the parallel computing domain  

ƴ C implementation Ÿ .NET implementation with Parallel.For   

Ÿ unoptimized  execution on GPU via Hybrid.Parallel.For  

ƴ Intel E8500: 2 cores, 3,17 Ghz / Geforce  GTX 275: 30 cores, 1,4 Ghz 
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